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Internal-noise-enhanced signal transduction in neuronal systems
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The ability of a neuron to detect and enhance a weak periodic flow of information within an “internal-
noise” background has been studied through the mechanism of stochastic resonance. Two kinds of nonlinear
synaptic input, a coherent firing of spikes from a number of coupled neurons and an irregular firing of spikes
from a single neuron, are considered as the internal noise for a neuron. The output signal-to-naiS&lRitio
is found to be finite. This nonzero SNR is able to account for the relevant experiments where the SNR is
nonzero when the external noise is switched to zZg8&063-651X97)12705-2

PACS numbdrs): 87.10+€, 05.40+j

[. INTRODUCTION merous internal sources of noise, some of which could be
listed as followq8,9]: (1) effects of the activities of adjacent
Recently, there has been considerable interest in the stugleurons;(2) external input variability;(3) fluctuations of
ies of stochastic resonan¢8R) by which a small periodic  postsynaptic uptake efficiency4) fluctuations of dendritic
signal forcing nonlinear system can be amplified by the ador soma membrane paramete(s; fluctuations in the thresh-
dition of a stochastic force, or external noise, to the signaPld constants for neuron firing6) variations in the number
[1,2. SR can optimize the output signal-to-noise ratioOf transmitter molecules at acceptor sites, etc. Among them,
(SNR); the SNR first increases to a maximum and then deexcept the external input, the most important one might be
creases as the intensity of external noise increfgds So  the first item in the list, i.e., the synaptic inpldr synaptic
far, SR has been demonstrated in a variety of physical excurreny from other neurons via excitatory or inhibitory in-
periments ranging from ring lasers, various solid state deteraction. Generally, a total synaptic current on a neuron pro-
vices including superconducting quantum interference deduced by both kinds of interactions is aperiodic and noise-
vices, to noise-driven chaotic attractors. Among many”ke. We call this synaptic current the internal noise. ThUS, by
applications, it has been shown that neurons can detect arti@is consideration we propose the following question, which
transmit a weak information Signa| in a sensory neural SysiS addressed in this work. The question is whether the neuron
tem via the SR since the neurons have a typical bistate fe#an have the ability to detect a weak information signal
ture, a firing or nonfiring state. Some experiments on théhrough the mechanism of SR when a neuron is situated at
neural systems have been reported to show such nonlineBPth a signal input and an “internal noise,” the aperiodic
phenomend5]. The earliest experiment was done by Dou-firing background. If this is true, the neurons will need no
glasset al. [5]. They used near-field mechanoreceptors, lo-2ddition of external noise to detect an information signal in
cated on the crayfish tailfan, in which small motions of cu-some cases, and the aperiodic background will play the role
ticular hairs are transduced by their associated senso§f external noise, as in the cases that have been well studied
neurons into spikes that propagate along the sensory nerv —5].
Their experiment shows very clearly that weak signals can In this work, we show that a neuron can detect a weak
be enhanced by an optimal level of external noise in singlénformation flow, a periodic input, within an “internal
sensory neurons. However, in this experiment and the othef¥oise” background of either aperiodic firing of a single neu-
a nonzero SNR is found when the external noise is switche&on or coherent firing of a coupled neuronal network. This
to zero[5]. This is believed to be due to the existence of ‘internal noise” assists the occurrence of SR, and enables us
internal noise in the neuronal systems. to recover the experimental results of the nonzero SNR in the
Theoretically, there have been some studies on SR forbsence of the external noigg]. The outline of this paper is
neural systems from models like the integrate-and-fire modeds follows. In Sec. Il we describe the model of a neuron
by Bulsaraet al. [6], and Fitzhugh-Nagumo equations by detecting a weak periodic signal within an internal noise
Wiesenfeldet al. [3] and Collinset al.[4,7]. In all of these  background. In Sec. Ill, we present and discuss the results. In
models, the controlling variable for characterizing the SR isSec. IV a conclusion is given.
external noise. Although in some cases the coupling between
neurons within the system was also considered, the impor- Il. MODEL
tance and effect of the internal noise, especially the noiselike
synaptic input from neurons, have not been elucidated in We consider that a working neurok(neuron obtains a
detail. From neurobiology, we know neuronal activity is weak periodic input, the information input, and a synaptic
noisy, irregular, or aperiodi€8], which results from either input from other neurons, the background neuroBsngu-
the nonlinear dynamical behavior of the neuron it$e|fL0] rons. We take all neurons as the well-established modified
or the external input from the ambient noise and the internaFitzhugh’s neuron model, the Hindmarsh-Rose neuron model
input from other neurons within the system. There are nufll]. The system is constructed by the following equations:
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dzZg FIG. 1. The power spectrum densiSD of a W neuron de-
Wzr[S(XiB—XO)—ZiB], (6) tecting a periodic information signallg=A;sin2#ft with
A;=0.42, which is slightly lower than the threshold value of
where all parameters are held constant at1.0, A,=0.44f=36 Hz. TheW neuron is situated at a singk2neuron

b=3.0, c=1.0, d=5.0, s=4.0, r=0.006, and X,= with a stimulusl®=3 and a coupling strength between these two

—1.6. Each neuron is characterized by three time-dependefAfurons)=3.5. The vertical axis is in arbitrary unit&) The syn-
variables: the membrane potenti) the recovery variable 2PUC input to thew neuron from the output of a singk neuron;
Y, and a slow adaptation curredt The external information (l.)) the output of thew neuron in the_ absence of the 'nformat'on
input for the W neuron is a subthreshold periodic signal iﬁ:iln(g t;]; output of thé neuron in the presence of the infor-
ls=A;sin2z#ft in Eqg. (1). The W neuron also receives an gna

“internal noise” synaptic inputd;gS;g(t) from the ith B
neuron when theith B neuron is active, i.e.,
Sig(t) = 0(X;g(t) —X*) with X* being a threshold value of
membrane potential anéd(x)=1 if x=0 and 6(x)=0 if
x<0. The coupling strength between tié neuron and the

ith B_neuron isJ;g, which is a constant or distributed de- jhformation signal is added, it is amplified by tk¢ neuron
pending on the model described below. TBeneurons are  hroygh the mechanism of stochastic resonance as shown in
assumed to be coupled themselves Dby an interactiogigy 1(c), while with the signal alone there is no output from
JijS(1), i.e., when thejth B neuron is fired, it will have @  {he \W neuron since the threshold amplitude of the signal is
synaptic interaction on thigh B neuron through a couplmlg A,=0.44. In Fig. 1c), there is obviously a peak at the signal
strengthJ;; . These background neurons are situated in §equencyf =36 Hz and its harmonics. That is, there are also
stimulus-induced oscillatory state; i.¢f, is a constant. The peaks at the even harmonics. This is in agreement with all
dynamics of the system is controlled by the coupling strengthne experimental resul{§] because the firing and nonfiring
Jig and the stimulu$?. The simulations are done by using a of the neuron are not symmetric as in the case studied by
modified fourth-order Runge-Kutta method, and the timezhou and Mos$15]. Clearly, the nonsymmetry of the firing
scale is based on the neurobiological resi@]. and nonfiring states can be understood from nonsymmetric
residence times’ density functioi®(7) and P(7) related

to the firing and nonfiring, respectively. The neuron spends
more time in the nonfiring state. On the contrary, these two
functions are symmetric in the case of the double-well po-
tential[15].

40 Hz that related to the deterministic nonlinear firing of
spikes[14]. In the absence of the information signal, this
internal deterministic noise only produces a broadband noise
output for theW neuron[see Fig. 1b)]. Nevertheless, if the

I1l. RESULTS AND DISCUSSION
A. Single neuron background

First, we consider a system with only oBeneuron, and
we take the external stimulu§= 3.0 with which theB neu- The SNR is defined by SNR10log,o(S/B) whereS and
ron has a chaotic outpfil3]. The firing of spikes of th&/ B represent the values of the output power spectrum density
neuron has been converted into a time series of standai®SD at the peak and the base of the signal feature, respec-
pulsesV(t) with V;=1.0 within a wideAr=2 ms and tively [16]. The SNR against the coupling strengtg=1J is
V=0 related to the firing and nonfiring state, respectively.plotted in Fig. 2, which shows an optimized coupling
This time series is then transferred into a power spectrumstrength with which the SNR has a maximum around the
through the fast Fourier transform. The final result is ob-coupling strengthl;g=2.0. WhenJ;g>6, the deterministic
tained by taking an average over 38 spectra within a totahoise background is very strong and there are many peaks in
duration of approximately 1.3 min. Figure 1 shows one ex-+the spectrum around the frequency of the signal; the peak at

ample of the stochastic resonance of Wa&euron. The spec-
trum of output of theB neuron[see Fig. 1a)], used as input

the signal is small and is hard to define. But the detecting
ability of the W neuron is decreased within the strong aperi-

for theW neuron, is not periodic, but has a main peak arounddic background. The interspike interv@dSl) histogram is



55 INTERNAL-NOISE-ENHANCED SIGNAL TRANSDUCTION ... 7381

20 =~ 27
E 5 ]
m ] '% ] (a)
= ] ~ o4
~— = ]
] a >
DZ: 10 & 2
] A,=0.42 i (c)
T T 70100 200 300 400 500
Coupling Strength Frequency (Hz)

FIG. 2. The signal-to-noise ratiSNR) against the coupling FIG. 4. The power spectrum densiti’SD of the output of a
strength. The synaptic input fronfa) a single neuron background W neuron situated in a multineuron background of 500 coupled
with 18=3 (open square (b) 500 coupled neurons background with neurons with a stimulug’=3 and the coupling strength; distrib-
the stimuli on theB neurons distributed in a range 6fe[0,5]  uted in a range of —1,10]. The vertical axis is logarithmic in
(open triangle arbitrary units. (8 The output with information input

Is=A;sin2#ft with f=36 Hz, A;=0.42; (b) the output without
information input. The vertical value has been shifted with; (c)
0t1he background input of a network of 500 coupled neurons to the

shown in Fig. 3. The peaks are located at integer multiples WV neuron. The vertical value has been shifted with.

the period of input signal =28 ms up to 10 periods, and an
approximately exponential decaying of the heights of the

peaks can also be seen in the inset in Fig. 3. We can also _ ) - ) )
define a return map, a scatter plot of the inter§al, versus ~ Citatory coupling, there is a positive excitatory postsynaptic
8., with & being the interval between thigh firing and poten_nal(_EP.SF), while for the |_nh|b|tory coupling there is a

(i —1)th firing (not shown. We have seen that the dots form Negative inhibitory postsynaptic potent(#SB. The spatial

a lattice with intersections at integer multiples of the periog@nd temporal summation of these synaptic potentials, EPSP
T, of the interspike intervals, and a periodically modulated@nd IPSP, on a local neuron will result in firing or nonfiring
firing of spikes of thew neuron. These results are in agree-Of spikes, which makes the neuron form a function. Thus, the

ment with the experiments and numerical simulatigee ~coupling strengthl;; is assumed to be distributed in some
Ref.[17], and references thergin ranges, and its value is positive or negative at random. For

simplicity, we setJ;gz as a coupling between théh and the
W neuron (first) with i=2,3,...,N. In the meantime, the
] stimulus is kept a$7= 3.0 for all the neurons.

Next we take a number of coupled neurons as the “inter- gy making these considerations, we have performed nu-
nal noise” background, sayN=500; i.e., 500 neurons merical simulations as we did for the single neuron back-
coupled together contribute a coherent oscillatory ”Ois'iground. Figure 4 shows the stochastic resonance ofthe
background to th&V neuron. In order to model a more real- neyron and the internal noise background. We can see clearly
@stic sitgation of the neural system, we cons?der the globa{hat when the input signal is switched on there are some
interaction strengthJ;; to be not only excitatory with peaks at the frequency of the signal and its harmonics, and
Jij=>0, but also inhibitory withJ;; <0. Actually, for the ex-  the first peak is about two orders of magnitude high riding on
the backgroundcurve (a)]. The internal noise background
shows a broadband spectrum but there is a broad peak

B. Multineuron background

m
= ] ] around 40 HZcurve (c)]. We have performed simulations
L 2007 Ez_f for different distributions of the coupling strength; and
M ] e different values of the constant stimuffi. We found that all
S ED ] ““ of them show the same feature of stochastic resonance. But,
9 1 ELLILI I.'. .- the height of the main peak of the resonance is influenced by
21007 0 400 the value of the stimulus and the forms of the distributed
g . IS1 (ms) coupling strength. Especially, when the percentage of the
g ] A;=0.42 inhibitory coupling » increases, the main peak decreases.
] J=1.5 For example, whem>75%, the main peak due to the input
0 o 100 200 200 signal will disappear. However, with these different percent-
ISI (ms) ages, or different ratios between two kinds of couplings, the

dynamics of the background itself is very complicated. We
FIG. 3. The ISI histogram of & neuron with a synaptic input Will discuss this elsewhere. _
from a single neuron background. The stimulus for Bheeuron is For comparison with the result of the multineuron back-
1®=3 and the coupling strength equdls 1.5 between thaV neu- ~ ground and that of the single-neuron background, we choose
ron and theB neuron. The inset shows the logarithmic numbers ofanother procedure; we assume the stimuli to be randomly
events M) vs the ISI. distributed in some range, salyf,[0,5], and keep the cou-
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pling strength to be the same value for all neurahs+J. 3

Numerical simulation shows that the system exhibits the —

same phenomenon of stochastic resonance as that of the dis- § (b)

tributed coupling strength shown in Fig. 4. The SNR is plot- P

ted in Fig. 2 with triangles. One can see that the SNR is 8

slightly higher than that of the single-neuron background, “

and the peak is shifted to a higher coupling strength about E 1

J=4.0. For a coupling strength>2.5 the multineuron back- ©

ground makes th&/ neuron produce higher SNR than that of i\,q (a)
the single-neuron background; while féx 2.5 theW neu- Vool |
ron has high SNR for the case of the single-neuron back- s 3 7 : : o

ground. Obviously, this behavior results from the coherent )
oscillation between the neurons in the case of the multineu- Coupling Strength
ron background. When the coupling strength is small, the

B neurons have a weak coherent oscillation since some neu- FIG. 5. The averageé;) and the variance?=(£3) = (£,)? of
rons have stimuli® that are not in the nonlinear region of 1€ SYnaptic inpuk(t) =N""JX;,Sp(t) vs the coupling strength

e . . ... J in the multineuron background of 500 coupled neurons with cou-
2.9<17<3.4[13]. That is, some neurons will behave with pling strengthd and stimulated byi{ distributed in a range of

the periodic firing of spikes, and the background shows 2 ;
weak synchronized cha$3,18. Therefore the SNR will be 10.5). @ (&) vs 3 (open squate (b) o vs J (open triangle
small.

As a result of the stimulations shown above, we see th th
the SNR is nonzero in a large range of values of the couplin . . . :
strength and different stimuli for th® neurons in both cases hgre IS an approxm_ately exponenfual decaY'”g of the
of the deterministic internal noise background. This gives ar{'€ights of peaks. The first peadt nTs with n=0) is due to
explanation for the experimental measurements that whefi "ecording procedur@SI shorter than 2 ms should be omit-
the external noise switches to zero the SNR still stdidls ted), which will be neglected in the following discussion.
In Ref.[19], Douglass and Moss did an experimental study~rom the inset in Fig. @), we can also see that the return
on the effect of the internal noise for the SNR. They foundmap consists of a lattice with intersections at integer mul-
that by changing the acclimated temperature for the sampléples of the signal period. The firing of th&/ neuron is
there is a convex SNR versus the temperature. But, whemodulated by the periodic signal, but it is basically concen-
they plotted the SNR against the internal noise, they found &ated within the first periodn(=1); i.e., the number of firing
monotonic increase in SNR with the noise intensity and, speevents takes up to more than 80% for this peak. Actually,
cifically, no maximum at an optimum noise intensity. They this dominant peak relates to the maximum of SNR. This
concluded that the convex SNR versus the temperature cafhdicates that the firing of th&/ neuron is almost in syn-
not be interpreted as SR. As a matter of fact, this may resukthrony with the signal. Physically, it represents a resonance
from the fact that there is a decrease in the internal noisgf the signal with the noise background in the system.
itself after it reaches a maximum as the temperature in- |5 Figs. gb) and Gc), we show the ISI histogram of a

creases. In order to see that our results shown in Fig. 2 COM& neuron in a background of 500 coupled neurons with a
from SR, we have calculated the average of the total intema&istributed coupling strengthl; e[—1,10] and stimuli
ij J

no'se_'l::?lft;,\,&) and |ts_ [\\/lalrlla;(?\leo =(&2) <§2>f W'Fh I°=23 for the system in the absence and presence of the input
&(t) = i=19i8Sp() =N_"J2;_1Sp(l) as a function 0,0, | the absence of the input signak=0, the ISI

of the coupling 5”6’?9“1 _In F'g.' o we shc_)w the results. We .shows a broad peak around 30 ms. This is due to the synaptic
can see that there is a linear increase in the averaged noise

(£,) and a cubic increase in the variangé as the coupling input, which is a coherent oscillation with a broadband of

strength increases. In other words, the SNR will show a{ow frequency[see curve €) in Fig. 4]. The return map

maximum if we plot it against&,) or o2. Therefore, we can Shows a wide di_strib_ution of _points at 30 rfeee Fig. &0)].
conclude that the SNR obtained in this work is a result of théﬂoyveyer,_the situation is different in the presence of the
SR, and our simulations show that the internal noise, a caPeriodic signal. The ISI has two narrow peaks at 25 and 50
herently cooperative oscillation, or a noncoherent chaotic fir™s respectivelysee Fig. €)]. The first peak has about 200
ing of spikes will cause the SR. As the number of neurons irsPikes, which is larger than that of the first peak in Figy)6
the background increases, on one hand, the background su'[)he return map also shows clusters at the intersections of the
ports a coherent oscillation to the neuron; the SNR peak multiples of the periOd of the periOdiC Signal. From these two
will shift to the region of high coupling strength on the other plots, Figs. 6b) and 6c), we may conclude that the firing of
hand. But, 500 neurons is large enough for modeling a resgpikes of theW neuron could be modulated both by the
case, and we have seen almost no difference for a simulatigperiodic signal and by the coherent oscillation in the back-
with 1000 neurons. ground itself, but the modulation is stronger for the former
In Fig. 6@, we show the interspike intervadlSl) histo-  than for the latter one. Thus, it is reasonable that when the
gram of a system of 500 coupled neurons with couplingweak information signal is switched off, the spectrum of the
strengthJ;;=4 for all the neurons and distributed stimuli output is a noiselike background with a small peak about 2
I7e[0,5]. The peaks are located at the integer multiples ofdB height aroundv=32 Hz [see curve If) in Fig. 4]. We

e period of input signal ;=25 ms up to 6 periods, and
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stimulus, the internal noise is a direct result of the firing of

*2800 (a) 500 neurons, which are induced by the stimulus. Although for the
N ] real neurons the internal noise is a cooperative effect of vari-
& 600 3 Tl ous sources and it may have a complicated connection with a
= E < 3 number of parameters, such as the coupling strength, stimu-
‘., 4oo§ o 'E::i.:":."'.;'.". _ lus, and so on, our work presents a significant modeling re-
2 E 0 5. 500 sult and provides an interpretation for the experiments. Ac-
£ 5003 ! tually, Eq.(1) could be presented as
2 3 A1=0.42 J=4.0 dXx _
o: N — a=f(X,Y,Z)+Alsln277ft+a1§1(t)+a2§2(t), (7)
0 200 400
ISI (ms) . .
where &4(t) is the external noise added to the system and
..2 ] (b) 120 &,(1) is the internal noise. When the external noise is strong,
2400_: 90 the effect of the internal noise could be eliminated, siu
= ] 760 versa Generally, the external noise is taken as a Gaussian
] & white noise. A mixed noise from two terms will also behave
°© . 50 A basically as white noise when the intensity of external noise
EZOO-E 0 030 80 '9‘0' 130 is I_arger than, or appro>_<imately equall to that of the internal
g ] . noise. Thus, thg SNR will show a maximum that results from
5 the SR as the intensity of the external noise increases. How-
Z A,=0.0 ever, whether there is a maximum in the figure of SNR
0 1 against the intensity depends on the level of the internal
0 50 100 noise. In the model Eql) or Eq. (7), the internal noise is
IST (ms) independent of the external input for thié neuron; it only
w 1500 - depends on the dynamics of the coupling neurons in the
" 1 (c) ™ background. It is quite possible that the internal noise is large
o ] ., %04 enough compared with the external noise in some cases. Un-
= 000 ] & 0% der these circumstances, the maximum may be exceeded due
) ] 30 to the internal noise and the SNR only shows a decrease
. ] 0 il when the external noise increases from zero. Indeed, the ex-
2 500_5 0 30 60 90 120 perimental measurements show such a behd@y.
g 3 N From the discussion above, we know that there is a com-
2 petition between the external noise and the internal noise,
% A=0.42 and which noise dominates the influence depends on the in-
o1 et tensities of them. One important argument is that the living
ISI (ms) animal can use internal noise to perform information detect-

ing (if the information detecting process works through the

FIG. 6. The IS! histogram of W neuron situated in a multineu- Mechanism of stochastic resonandeor example, if any one
ron background of 500 neurons witte) a coupling strength a_nimal is placed in a quiet environment without any external
J;;=4 and a distributed stimul®<[0,5]; (b) a stimulusi®=3 and  disturbance, experiments show that he can respond to the
distributed coupling strength;; e[ —1,10] in the absence of the external information more sensitively.
input signal;(c) the same agb) but with the input signal. The insets
show the first return map, respectively. V. CONCLUSION
In conclusion, our results show that the neuron can detect
have checked that if the number 0f neurons is increased, a weak information signal in the absence of the external
this peak will also increase slightly. That is, a network maynoise input. A deterministic chaotic firingoherent or non-
transfer the coherent oscillation or the stimulation informa-coherent firing between neurgna kind of “internal noise,”
tion itself. We plan to report on this in detail elsewhere.  can play the role of the external noise. By such internal syn-

Finally, let us make a remark on our model and resultaptic input a neuron behaves as stochastic resonance and
The internal noise considered in this work is due to the nonshows a characteristic peak at the frequency of the input
linear synaptic input from other neurons in the neural syssignal. But the coherent oscillatory background may shift the
tem. It is controlled by the coupling strength or the stimulus.optimized peak of SNR to the high coupling region, which
Our motivation is to model the realistic situation of the neu-makes the neuron fire more synchronoUdl$,1§. As a re-
rons from a mechanism as follows. In experiments, thesult, the information processing or computation may be rep-
sample is acclimated at different temperatuisee Douglass resented or coded easier through such dynamical behavior
et al. in Ref. [5]), or the sample is situated at different ther- [4—7,21. Our results come to one point: the SR process still
mal stimuli [20]. This may enable the neurons to form dif- works even when the external noise is zero. This may ex-
ferent synaptic strengths on other neurons, which makes plain the recent experimental measurements on the real neu-
change in the internal noise, while for the case of thermatons.
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